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Abstract

Past research has shown how real Exchange rates follow a univariate
non linear process that approximates their behaviour in terms of trans-
action costs. However, little or nothing has been said about alternative
sources of nonlinearity in commodity exporting countries. Our paper in-
vestigates the missing link between the Real Exchange Rate�Commodity
Prices equilibrium by employing an oil price volatility measure as an ex-
ternal source of short term �uctuations. Our estimates show that the
Real Exchange Rate�Commodity price relationship appears to be non-
linear with respect to oil price variation, and that the goodness of �t
of the nonlinear speci�cations appears to outperform that of the equiv-
alent linear models. The equilibrium speed of adjustment appears to be
di¤erent in the two branches of the relationship: in the majority of the
threshold models, the negative volatility regime presents a faster speed of
adjustment and in some cases a most signi�cant one.
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1 Introduction

In this paper, we exploit part of the selection methodology as in Cashin, Ces-
pedes, and Sahay (2004) and Bodart, Candelon, and Carpantier (2015) to se-
lect a group of commodity countries, analyzing the relationship between leading
commodity prices1 and real e¤ective exchange rates, according to the behavioral
framework introduced by MacDonald (1998). We pay particular attention to
non-linearity in three aspects. First, we test for unit roots using four test statis-
tics that account for the presence of structural breaks, two based on Perron and
Vogelsang (1992), Perron (1997) and Perron and Vogelsang (1998), which do not
consider the possibility of a structural break in the alternative stationary/trend
stationary hypothesis, and two devised by Lee and Strazicich (2003) and Lee
and Strazicich (2013), for one or two deterministic breaks, which unambiguously
imply trend stationarity as a result of the rejection of the null hypothesis. We
thus proceed to test for a possible co-integrating relationship through the Gre-
gory and Hansen (1996a) C=T test, complemented by the Carrion-i Silvestre and
Sanso (2006) model A test. Second, in those countries where a long run rela-
tionship was found, we estimate the co-integrating vector through the dynamic
ordinary least squares approach (DOLS) proposed by Stock and Watson (1993)
including the estimated break, and calculate an almost behavioral REER mis-
alignment. Third, we �t the measure into a transition regression model with
an exogenous threshold2 to evaluate the impact of oil price variations on other

1The idea of using a single commodity price to represent a terms of trade is not new.
Cuddington and Urzua (1989) for instance tested the Prebisch-Singer hypothesis in a time
series context using primary product prices. However, since the seminal paper of Deaton and
Miller (1996), studies on the relationship between REER and commodity prices have mainly
focused on the construction of more complex weighted indices of commodity prices.

2As we �t a variable in �rst di¤erences as an exogenous threshold, this kind of model is
also known as momentum model.
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commodities and thus on the relationship between REER and leading commod-
ity prices. The reason why we use leading commodity prices instead of a more
complex commodity terms of trade variable is also threefold: on one side, this
would prevent weighting. Weighted prices indexes do not only re�ect changes
in relative prices, but are also a¤ected by the substantial variation in time of
relative export weights. As a second drawback, the relationship between the
REER and the index would depend on how the prices chosen for indexation
are correlated across time. If all prices were perfectly negatively correlated,
the relationship between the REER and the index would be lost, or at least
subject to a downward bias.3 As a third remark, since one of our objectives
is estimating how oil price variations in�uence the relationship between REER
and other commodity prices, the adoptions of single commodities allows for a
more clearer identi�cation of their relationship with oil price �uctuations.
The rest of the paper is thus organized as follows: in Section 1.1, we present

a brief literature review related to our analysis. In Section 1.2, we present
the methodology and the data of the paper. In Section 2, we perform a series
of unit root test, residual co-integration analysis, and estimate REER elas-
ticities to commodity prices. In Section 3, we estimate a threshold regression
model with an exogenous oil price variability threshold for the countries where
a co-integrating relationship between REER and commodity prices was found.
Finally, Section 4 concludes the paper with some suggestions for further devel-
opments.

1.1 Brief Literature review

In the 2000s, studies on the relationship between commodity prices and real ex-
change rates have found considerable, although country-case limited, evidence of
a long run relationship between such variables. Among the most relevant exam-
ples, we �nd Chen and Rogo¤ (2003) and Cashin, Cespedes, and Sahay (2004),
who �rst examined and con�rmed the existence of a stable relationship between
REER and commodity prices, the former researchers in Australia, Canada and
New Zealand, the latter in one third of a large group of commodity exporting
countries. More recently, Bodart, Candelon, and Carpentier (2012) analyzed
through non-stationary panel data techniques a monthly panel of sixty-eight
countries and found evidence of a threshold export weight of 20%, necessary
for the long run relationship to hold, while Bodart, Candelon, and Carpantier
(2015) examined the extent to which structural factors such as trade or �nancial
openness and exchange rate regimes in�uence the strength of the relationship
between real exchange rates and commodity prices. In the very recent past,
much attention has been put in the idea that �uctuations in commodity prices
might drive away economic aggregates from their equilibrium value. Some very
recent examples, aimed at explaining the relationship between growth and com-
modity prices volatility, include the recent works of Cavalcanti, Mohaddes, and
Raissi (2011) on macroeconomic growth implications of oil price volatility in

3Bodart, Candelon, and Carpentier (2012).
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the resource curse and Cavalcanti, Mohaddes, and Raissi (2014) on the e¤ect of
volatility of a commodities term of trade variable on growth, as well as the out
of sample forecasting qualities of oil price nonlinearities in the determination of
the real exchange rates of oil producing countries (Ferraro, Rogo¤, and Rossi
(2015)) or on output growth (as in Hamilton (2003). See Kilian and Vigfusson
(2011) for an exhausting overview).
No practical examples exists of the direct in�uences of oil prices in the deter-

mination of the real Exchange rate of commodity exporting countries. However,
being the Oil price an ideal component of the extended production function in
many commodity exporting countries, its direct e¤ect could led to non linear
but symmetrical changes in the equilibrium relationship between Exchange rates
and commodities. Past research (Michael, Nobay, and Peel (1997), Obstfeld and
Taylor (1997), Taylor, Peel, and Sarno (2001), (Imbs, Ravn, Mumtaz, and Rey
(2003)) has shown how real Exchange rate follows a univariate non linear process
that approximate its behavior in terms of menu costs. However, little or nothing
has been said about alternative sources of non linearity in commodity exporting
countries.4 There is no doubt that a long run equilibrium relationship between
commodity prices and oil exists in the long run. Puzzlingly, literature linked
to the behavioral de�nition of exchange rates has never considered making a
determinant out of it (on the de�nition of behavioral equilibrium of the Ex-
change Rate, see MacDonald (1998)). There is currently some evidence of the
pass-through of oil price changes to other commodities (Ba¤es (2007), Chaud-
huri (2001)), which tends in general to be signi�cant regardless of the type of
commodity due to both demand and supply side mechanisms.5 To our knowl-
edge, no research has yet attempted to explore the nexus which relates oil price
volatility pass-through over commodity prices as a mechanism of regime deter-
mination of the relationship between real exchange rates and commodity prices,
while literature related to the non-linear relationship between Oil prices and
Output is, to say the least, very large (see Kilian and Vigfusson (2011) for a
full overview of it). Using single commodity price variables, we investigate more
clearly those REER-commodity couples which would more prominently be af-
fected by the existence of an exogenous oil price variation regime. Taking into
account that the objective variable is the REER, Michael, Nobay, and Peel
(1997) make the point that small deviations from an implied Purchasing Power
Parity equilibrium will not be corrected by a process of commodity arbitrage
given the existence of transaction costs,while higher deviations are expected
to be corrected without incurring in opportunity cost issues. In that model,
this implies that small/medium size deviations are eliminated more slowly than
large deviations, and non-homogeneous agents grant a smooth transition be-
tween the two regimes and across time. However, being past analyses targeted

4Among the few attempts, see the recent Coudert, Couharde, and Mignon (2015) work on
the impact of volatility in commodity and �nancial markets on the REER-commodity prices
relationship.

5See Ba¤es (2007) for an analysis of such mechanisms. As a useful reminder, the author
�nds out that the pass-through elasticities of crude oil price changes to agriculture tends to
be close to 0.17, while the pass-through on metals to 0.11.
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at exploiting and testing the long run PPP theory, non-linear modelling would
always follow a univariate process and reversion to the unconditional mean of
the REER subject to Rogo¤ (1996) exchange rate mean reversion puzzle. In
this paper, in the spirit of model speci�cations involving proxies capturing ad-
ditional nonlinearities as the net oil price increase proposed in Hamilton (1996)
and Hamilton (2003) or the more naive Mork (1989) oil price variation measure,
we use oil price variation as simple measure to capture arbitrage opportunities
given by increasing/decreasing transaction costs. All else equal, in periods of
negative oil volatility, we would expect the speed of convergence of the REER
to be higher when compared to periods of positive oil volatility.

1.2 Methodology and Data

We consider a group of twenty-�ve commodity exporters. In search of a su¢ -
ciently long sample period in monthly frequencies6 , our REER and commodity
prices series were sourced from the International Monetary Fund (IMF) In-
ternational Financial Statistics database. The nominal prices we employ were
coupled to their respective REER following Bodart, Candelon, and Carpantier
(2015) selection.7 The series were indexed with respect to January 1995 and
de�ated by a manufacture unit value index (MUV )8 calculated for a group of
twenty advanced countries, in order to construct series of real commodity prices.
All the variables are expressed in logarithms. The countries we consider were
selected conditional on the availability of data from the sources we mentioned
above and the export weight of their leading exported commodity. The whole
set of countries is reported in Tables 1 and 2.

After unit root and co-integration testing, the co-integrating vector was es-
timated as:

REERt = �1 + �COMMt + �2t+ �3DUt + "t (1)

where DUt = 1 if t > Tb; 0 otherwise

where REERt represents the real e¤ective exchange rate; COMMt is the lead-
ing commodity price variable; t is a deterministic time trend; DUt is a bi-
nary break level dummy, and Tb represents the time of a deterministic change
in the level of the relationship, which we retrieved endogenously from the co-
integration analysis.

6Quarterly series were available. In an attempt to verify possible implications of a lower
frequency for the unit root tests, we run the Perron and Vogelsang (1992) test in quarterly
frequencies for the REER. Results were pretty much the same as in monthly frequency.

7Our selection basically entailed checking for all the available series from the IMF which
were employed by Bodart, Candelon, and Carpantier (2015), conditional on the availability
of data and excluding those countries whose main commodity export was crude petroleum.

8This particular de�ator, among may others, is also available freely in the IMF�s Interna-
tional Financial Statistics database.
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Table 1: Country and leading commodity couples
C O M M t R E E R t We ig h t

C o t t o n B e n in 6 1 ,0 0

M a l i 3 3 ,4 8

P a k i s t a n 2 0 ,5 2

To b a c c o M a law i 6 0 ,5 0

Z im b a bw e 1 9 ,5 3

C o p p e r Z am b ia 5 9 ,9 9

C h i l e 3 0 ,7 9

G o ld M a l i 5 4 ,0 5

B u ru n d i 3 5 ,4 5

G h a n a 2 8 ,5 6

C o¤ e e B u ru n d i 5 0 ,9 8

E th io p ia 4 6 ,4 3

U g a n d a 3 6 ,8 7

C o u n t r y a n d c om m o d i ty c o u p le s a c c o r d in g t o B o d a r t , C a n d e lo n a n d C a rp a n t i e r ( 2 0 1 5 ) . C o u n -

t r i e s w h e r e o i l w a s c o n s id e r e d a le a d in g e x p o r t e d c om m o d i ty a n d w h ich w e r e n o t ava i la b l e a t

t h e IM F a l t h o u g h b e in g p r e s e n t in C a s h in , C e s p e d e s a n d S a h ay ( 2 0 0 4 ) w e r e d i s c a r d e d f r om th e

a n a ly s i s .

Table 2: Country and leading commodity couples
C O M M t R E E R t We ig h t

U r a n ium N ig e r 4 1 ,7 3

B e n in 2 9 ,9 0

C o c o a Iv o r y C o a s t 3 4 ,1 0

G h a n a 3 3 ,1 6

A lum in ium M o z am b iq u e 3 3 ,4 4

S oya P a r a g u ay 3 2 ,7 2

F i s h M a u r i t a n ia 3 0 ,9 6

M o z am b iq u e 1 9 ,8 7

B a n a n a s D om in ic a 2 9 ,2 0

E c u a d o r 1 7 ,8 3

Te a K e nya 2 1 ,2 0

C ru s t a c e a n s M o z am b iq u e 1 8 ,9 6

C o u n t r y a n d c om m o d i ty c o u p le s a c c o r d in g t o B o d a r t , C a n d e lo n a n d C a rp a n t i e r ( 2 0 1 5 ) . C o u n -

t r i e s w h e r e o i l w a s c o n s id e r e d a le a d in g e x p o r t e d c om m o d i ty a n d w h ich w e r e n o t ava i la b l e a t

t h e IM F a l t h o u g h b e in g p r e s e n t in C a s h in , C e s p e d e s a n d S a h ay ( 2 0 0 4 ) w e r e d i s c a r d e d f r om th e

a n a ly s i s .
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The residual based unit root tests we employed in the analysis are four
additive-outlier type tests, where we allowed for one and two structural breaks
in the levels of the variables and in its �rst di¤erences, while estimating the co-
integrating relationship only for a single break to account for the issue of data
mining.9 To account for the ambiguity issues underlined by Lee and Strazicich
(2001), we employ and evaluate the results of their one and two break Endoge-
nous Lagrange Multiplier unit root tests. As a strategy for unit root testing, we
followed the approach suggested by Dickey and Pantula (1987), starting from
�rst di¤erences and then analyzing levels of the variables, drawing our conclusion
on the order of integration of the series based on the non-rejection of the null hy-
pothesis. After checking for the order of integration of the variables, from which
we draw information upon which pair of countries-commodities could be speci-
�ed as the relationship in Equation (1), we employ the C=T speci�cation from
Gregory and Hansen (1996a) to check for the existence of a long run equilibrium
among the variables and estimate endogenously a break date. Furthermore, we
complemented the co-integration analysis with model A from Carrion-i Silvestre
and Sanso (2006), which allows to test the null hypothesis of co-integration with
a structural break against the alternative of no co-integration.10 We brie�y
present the results for the order of integration analysis, the co-integration tests
and the DOLS estimates of the co-integrating vectors in Section 2.
Once the estimated coe¢ cients from the DOLS estimations were obtained,

we calculated the currency misalignment as the gap between the observed ex-
change rate and the behavioral one as:

MEERt = REERt � (b�1 � b�COMMt + b�2t+ b�3DUt) (2)

where MEERt represents the obtained misalignment series, and the hatted
coe¢ cients the estimates from the DOLS estimation technique.11 As the struc-
tural variation was embedded into the misalignment, the last step required only
�tting the lagged value of the misalignment in a symmetrical transition model
and evaluate the impact of regime switching in oil price volatility on the rela-
tionship between REER and commodity prices. The model we selected is a
simple transition model, where the chosen threshold variable, price volatility, is
proxied by the �rst di¤erence of the international oil price:

9The Perron and Vogelsang (1992) test was originally speci�ed as a test with a level shift
only and no trend in the testing equation, while in the Perron and Vogelsang (1998) the test is
also allowed to have a trend. For the sake of a �quali�ed�analysis of the REER, and following
Papell and Prodan (2006) discussion over di¤erent interpretations of the Purchasing Power
Parity theory, we consider only a break in the levels.
10The speci�cation we choose, model A, would account for a break in the level of the co-

integrating relationship and �t a trend. This appears to be the most natural alternative
to the Gregory and Hansen (1996a) C=T test. For a review of the relative performance of
co-integration tests based on the null of co-integration, see Ludwig (2013).
11A similar measure of deviation from a long run equilibrium is present in Baum, Barkoulas,

and Caglayan (2001), were the authors estimated exponential smooth transition autoregressive
models of deviations from purchasing power parity that were obtained using the Johansen
cointegration methodology for a group of seventeen advanced countries.
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�REERt = It( + �1MEERt�1 +
5X

k=1

�2�REERt�k +
5X

k=0

�3�COMMt�k)+

(3)

(1� It)(
0
+ �

0

1MEERt�1 +
5X

K=1

�
0

2�REERt�k +
5X

K=0

�
0

3�COMMt�k) + �t

where the Boolean indicator I will be equivalent to

It = 1 if xt�d > �

It = 0 otherwise

where � = �OILt�d represents the threshold value. In order to identify � ,
we performed an F-test to determine whether the coe¢ cients in the two branches
of the right hand side of Equation (3) are equal. The consistent estimate of �
is then retrieved by running a grid search across all the potential values of
the threshold. Being � an unidenti�ed nuisance parameter under the null of
linearity, and being the model evaluated for every k up to order 5, we follow
Hansen (1997) and bootstrap the p-values of the test.

2 Unit root tests, Co-integration, and DOLS es-
timates

This Section reviews the results on the unit root tests.12 , the co-integration
tests and reports a DOLS estimate of the co-integrating relationships. As we
analyzed the Perron tests jointly with the Lagrangian Multiplier tests, we could
verify that all the �rst order di¤erences resulted to be stationary, and thus pro-
ceeded to evaluate the variables in their levels. The Lagrangian Multiplier tests
were generally less conservative than the residual based tests for the REER,
as they could reject less the null hypothesis of unit root, while the tests for
the commodity prices were, especially in the one break speci�cation, quite close
save some minor di¤erences. Being evidence slightly con�icting, and given the
slight advantage of the LM tests for trending variables as they nest possible
deterministic breaks in the alternative hypothesis reducing the ambiguity of the
results, we prioritized results from the Lee-Strazicich tests in their one break,
trending speci�cation and proceeded to couple exchange rates and commodities.
Co-integration tests for the selected couples are reported in Table 3.
The latter table reports the results for the Gregory and Hansen (1996a)

residual-based co-integration test with one endogenous structural break and, by

12Our analysis focuses on the case of a single break deterministic break. Results for the
unit root tests are available on request.
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Table 3: Cointegration tests
R E E R t C O M M t S Ca(�) B r e a k A D F

�
C /T B r e a k A D F

( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I ) (V I I )

B D I C O F F E E 0 .0 9 1 9 8 0 :0 8 - 3 .3 6 2 0 1 0 :0 3 - 2 .7 2

C H L C O P P E R 0 .1 0 1 9 9 6 :0 1 - 4 .0 5 1 9 8 5 :0 5 - 1 ,9 1

C IV C O C OA 0 .0 6 1 9 8 6 :1 2 - 4 .3 3 1 9 9 3 :1 2 - 2 ,9 4

G H A C O C OA 0 .0 4 1 9 8 3 :1 1 * * * - 5 .8 7 1 9 8 5 :0 5 - 3 ,4 9

P RY SOYA 0 .0 7 1 9 8 8 :0 1 - 3 .3 8 1 9 8 5 :0 6 - 2 .7 0

ZM B C O P P E R 0 .0 9 1 9 8 8 :0 7 * * * - 5 .8 3 2 0 0 5 :0 9 * * - 3 .8 2

U G A C O F F E E * * 0 .1 2 1 9 8 1 :0 6 * * * - 7 .1 5 1 9 9 1 :0 1 * * - 4 .9 6

G H A G O LD 0 .0 8 1 9 8 3 :1 2 * * * - 5 .9 2 1 9 8 5 :0 5 - 2 .1 1

S e l e c t io n o f c o u n t r i e s f r om C a sh in e t a . ( 2 0 0 4 )

AU S C OA L 0 .0 6 2 0 0 4 :0 3 * * * - 4 .9 8 2 0 1 0 :0 4 * * - 4 .3 0

P H L C O C O N U T 0 .0 5 2 0 0 2 :0 6 - 4 .0 5 1 9 9 9 :0 1 - 3 .4 6

P N G C O P P E R * * * 0 .1 6 2 0 1 1 :1 0 * * * - 5 .3 6 2 0 0 9 :1 1 - 1 .4 8

C o lum n s ( 1 ) a n d ( 2 ) , R e a l E ¤ e c t iv e E x ch a n g e R a t e s a n d C om m o d i ty p r i c e s . C o lum n ( 3 ) , C a r -

r io n a n d S a n s o ( 2 0 0 6 ) t e s t ; c o lu m n ( 5 ) , m im im um A D F t e s t f r om G r e g o r y a n d H a n s e n ( 1 9 9 6 ) ;

c o lu m n ( 7 ) , A D F t e s t s t a t i s t i c . * * * , s ig n i�c a n t a t 1 p e r c e n t ; * * , s i g n i�c a n t a t 5 p e r c e n t .

Table 4: DOLS estimates
R E E R t C O M M t � �1 t D U t a d j . R

2

( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I ) (V I I )

B D I C O F F E E 0 .4 0 2 .9 5 - 0 .0 1 0 .3 1 0 .8 2

( 0 .0 4 ) ( 0 .3 1 ) ( 0 .0 0 ) ( 0 .2 6 )

C H L C O P P E R 0 .3 1 3 .5 5 - 0 .0 1 0 .3 4 0 .3 6

( 0 .0 6 ) ( 0 .2 4 ) ( 0 .0 0 ) ( 0 .0 0 )

C IV C O C OA 0 .2 2 3 .6 4 - 0 .0 1 0 .2 7 0 .2 8

( 0 .0 6 ) ( 0 .3 4 ) ( 0 .0 0 ) ( 0 .0 7 )

G H A C O C OA 0 .6 6 4 .2 3 - 0 .0 1 - 1 .7 9 0 .9 4

( 0 .0 9 ) ( 0 .4 7 ) ( 0 .0 0 ) ( 0 .1 1 )

P RY SOYA 0 .5 0 2 .5 0 - 0 .0 1 - 0 .3 2 0 .7 8

( 0 .0 6 ) ( 0 .3 2 ) ( 0 .0 0 ) ( 0 .0 5 )

C o lum n s ( 1 ) a n d ( 2 ) , R e a l E ¤ e c t iv e E x ch a n g e R a t e s a n d C om m o d i ty p r i c e s . C o lum n ( 3 ) , D O L S

e s t im a t e s o f t h e lo n g ru n e la s t i c i ty ; c o lu m n s ( 4 ) , ( 5 ) a n d ( 6 ) , d e t e rm in i s t i c e s t im a t e s ( in t e r c e p t ,

t r e n d , l e v e l b r e a k ) ; c o lu m n ( 7 ) , a d ju s t e d R2 . * * * im p l i e s s ig n i�c a n c e a t 1 p e r c e n t ; * * im p l i e s

s ig n i�c a n c e a t 5 p e r c e n t . L a g s a n d L e a d s s p e c i�c a t io n b a s e d o n A IC , s t a r t in g f r om a m a x im um

o f s e v e n t e e n . D e t e rm in i s t i c s in c lu d e a t r e n d a n d a b r e a k in t h e l e v e l s o f t h e c o - in t e g r a t in g

r e la t io n s h ip s .
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Table 5: DOLS estimates
R E E R t C O M M t � �1 t D U t a d j . R

2

( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I ) (V I I )

ZM B C O P P E R 0 .2 5 3 .1 6 0 .0 1 0 .0 4 0 .8 2

( 0 .0 4 ) ( 0 .2 1 ) ( 0 .0 0 ) ( 0 .1 1 )

U G A C O F F E E 0 .6 6 2 .9 2 - 0 .0 1 - 0 .2 2 0 .8 3

( 0 .0 9 ) ( 0 .7 2 ) ( 0 .0 0 ) ( 0 .5 9 )

G H A G O LD 0 .3 1 5 .8 7 - 0 .0 1 - 1 .6 7 0 .8 9

( 0 .1 1 ) ( 0 .5 4 ) ( 0 .0 0 ) ( 0 .1 5 )

S e l e c t io n o f c o u n t r i e s f r om C a sh in e t a . ( 2 0 0 4 )

AU S C OA L 0 .3 9 2 .8 3 - 0 .0 1 0 .0 2 0 .7 5

( 0 .0 4 ) ( 0 .0 4 ) ( 0 .0 0 ) ( 0 .0 4 )

P H L C O C O N U T 0 .4 2 2 .5 2 0 .0 0 - 0 .1 8 0 .6 5

( 0 .0 4 ) ( 0 .1 8 ) ( 0 .0 1 ) ( 0 .0 4 )

P N G C O P P E R 0 .2 9 3 .7 3 - 0 .0 1 0 .3 5 0 .8 3

( 0 .0 3 ) ( 0 .1 2 ) ( 0 .0 0 ) ( 0 .0 4 )

C o lum n s ( 1 ) a n d ( 2 ) , R e a l E ¤ e c t iv e E x ch a n g e R a t e s a n d C om m o d i ty p r i c e s . C o lum n ( 3 ) , D O L S

e s t im a t e s o f t h e lo n g ru n e la s t i c i ty. . C o lum n s ( 4 ) , ( 5 ) a n d ( 6 ) , d e t e rm in i s t i c e s t im a t e s . * * *

im p l i e s s ig n i�c a n c e a t 1 p e r c e n t ; * * im p l i e s s ig n i�c a n c e a t 5 p e r c e n t . L a g s a n d L e a d s s p e c i�c a -

t io n b a s e d o n A IC , s t a r t in g f r om a m a x im um o f s e v e n t e e n . D e t e rm in i s t i c s in c lu d e a t r e n d a n d

a b r e a k in t h e l e v e l s o f t h e c o - in t e g r a t in g r e la t io n s h ip s .

series inspection and consistently with the unit roots results, assuming an un-
broken deterministic trend. Aside from testing for the commodity country pairs
with the C=T test and the model A test, we also adopted the standard Engle
and Granger (1987) methodology.13 . The Carrion-i Silvestre and Sanso (2006)
test would generally con�rm the results of the Gregory and Hansen (1996a)
C=T speci�cation and suggest four more co-integrated couples.14 Out of the
twenty-�ve original pairs, eight showed evidence of co-integration.

2.1 DOLS Estimates

As a �nal step for this section, we report the DOLS estimates of the co-
integrating relationships in Table 4 and Table 5. A useful way to comment
them is to compare them to the most recent results of Bodart, Candelon, and
Carpantier (2015), who estimate similar co-integrating vectors. First of all, as
we account for our real commodity prices as single prices terms of trade, we
would expect them to be positively correlated to the REER. This is gener-

13Critical Values for the Engle-Granger Test are from MacKinnon (2010).
14We gave priority to the Carrion-i Silvestre and Sanso (2006) results because of the already

mentioned more natural hypothesis of co-integration and its ability to account for weakly
exogenous regressors by estimating the cointegrating vectors thorugh DOLS. This also explains
why the Stock and Watson (1993) estimator was preferred to the fully modi�ed one and the
break-dates from the Carrion-i Silvestre and Sanso (2006) model A were chosen to represent
the actual endogenous break dates.
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ally con�rmed for every co-integrating vector. The results, with the exception
of a set of three countries which we took from Cashin, Cespedes, and Sahay
(2004) to act as a benchmark and that were excluded by Bodart, Candelon,
and Carpantier (2015) to respect their export weight threshold, appear com-
parable to the FM-OLS (the fully modi�ed ordinary least square estimator by
Phillips and Hansen (1990)) estimations of the former authors. Deterministic
components also appear fairly signi�cative: the presence of a trend is generally
accepted in every speci�cation, and is constantly negative as it re�ects the well
known secular decline of commodity prices, suggesting supporting evidence of
the Prebisch-Singer hypothesis.15 Most notably, the inclusion of a structural
break in the relationship is overall accepted by every speci�cation. As we were
con�dent enough to take into consideration the results, the Misalignment was
calculated, in the case of Australia and the price of coal, as:

MEERAUS;t = REERAUS;t � (4)

(b�1;AUS + b�AUS � coalt � b�2;AUS � t+ b�3;AUS �DUt)
and so forth for every single country-commodity pair which was found to be
cointegrated. In the next section, we take this derived measure of misalignment
and, after conducting the tests for linearity based on the cross product of the
terms in the linear speci�cation for F = 0, we analyze more speci�cally the oil
price pass-through on the exchange rate.

3 Linearity tests and Estimation of the transi-
tion regression model

Estimating a transition model normally requires a gridsearch across all feasible
values for the selected threshold in a trimmed interval of the sample. 1.2 Thanks
to the previous steps we assume to have already accounted for changes in the
equilibrium relationship depending on time, which are now already present in the
misalignment measure. We hope to uncover a non-simmetric nonlinear behavior
in the Exchange rates conditional on a threshold value � , as de�ned in section
1.2.
In our estimation strategy, equation 3 is estimated across all the possible val-

ues of �OIlt�d = � _d 2 (0; k), where k = [4(T=100)2=9], and the lagged value
of the oil price with the delay value which implies the higher F-statistic and the
smaller squared error is chosen. However, since the idea that the REER begins
its transition to its fundamental attractor value immediately after a variation in
prices in the same period or with more than a few months of delay might appear
a not sensible choice. That is why our selection across all the feasible models is

15The hypothesis has found some recent support in Harvey, Kellard, Madsen, and Wohar
(2010), where the series for twenty-�ve commodities extended to up to four-hundred year
showed a signi�cant negative trend.
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Table 6: Linearity tests
R E E R t C O M M t d � t�d F - s t a t p -va lu e ( b ) R S S

( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I ) (V I I )

B D I C O F F E E 4 0 .0 4 2 .4 2 0 .0 9 3 9 0 .1 1

C H L C O P P E R 1 0 .0 5 5 .9 6 0 .0 0 4 2 9 .7 6

C IV C O C OA 4 -0 .0 6 1 1 .0 5 0 .0 0 4 1 5 .3 4

G H A C O C OA 1 -0 .0 2 4 2 .1 6 0 .0 0 4 1 5 .3 4

P RY SOYA 4 0 .0 1 2 .5 1 0 .0 7 4 0 6 .2 1

ZM B C O P P E R 2 0 .0 1 3 .0 6 0 .0 6 3 1 8 .0 1

U G A C O F F E E 1 -0 .0 3 1 8 .3 4 0 .0 0 4 2 8 .9 8

G H A G O LD 5 0 .0 1 1 9 .4 2 0 .0 0 3 6 5 .4 6

S e l e c t io n o f c o u n t r i e s f r om C a sh in e t a l . ( 2 0 0 4 )

P H L C O C O 4 -0 .0 1 4 .2 6 0 ,0 0 3 3 5 .6 0

AU S C OA L 3 -0 .0 6 3 .7 0 0 .0 0 3 8 5 .8 2

P N G C O P P E R 3 -0 .0 5 3 .3 2 0 .0 1 4 0 1 .5 5

C o lum n s ( 1 ) a n d ( 2 ) , R e a l E ¤ e c t iv e E x ch a n g e R a t e s a n d C om m o d i ty p r i c e s . C o lum n ( 3 ) , t h r e s h -

o ld d e la y. C o lum n ( 4 ) , s e l e c t e d t h r e s h o ld va lu e . C o lum n s ( 5 ) a n d ( 6 ) , H a n s e n F - t e s t a n d

b o o t s t r a p p e d p -va lu e ( 5 0 0 0 i t e r a t io n s ) .

limited to between one and four delays.16 Before presenting the results for the
estimates of the two regime speci�cations, we present the bootstrapped version
of the Hansen (1997) test to detect hint of nonlinearity and look for the most
suitable threshold.17 The tests are shown in Table 6 and the goodness of �t
of the non linear models with respect to the linear speci�cations is reported in
Table 7.
All the tests appear to point, conditional on the choice of the best delay

across the speci�ed lag truncations, at rejecting the null hypothesis of no thresh-
old behavior. The estimates furthermore, would appear quite reasonable as they
would point at an average threshold value fairly close to zero, with delays rang-
ing from one to �ve.18

3.1 Transition regression model results

Estimates of the models for the sample of selected countries are reported in
Table 8 and 5. The threshold parameter allowed us to estimate two regimes:

16This choice was partially justi�ed by Michael, Nobay, and Peel (1997), and it depends on
prior assumptions on the delay su¤ered by the reactions of the economic agents. The former
authors would consider up to three delays, while in Bunzel and Enders (2010), who similarly
to us choose the delay based on the best �tting regression, the range is limited to just two
periods.
17That is, just to recall, that the null hipothesis would be �i = �i:
18To be more speci�c, we set c to be equal to the variation of the oil prices series and

executed a gridsearch through all feasible values of such threshold to get a data dependent
estimate for . This procedure was repeated for any delay from one to 5, and the best non-
linear model was chosen based on the linearity test, its Aikake information criteria value, and
the absence of non-spherical disturbances in the post-estimation checks.
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Table 7: Models�goodness of �t
R E E R t C O M M t L a g s O B S T h r e s h o ld A IC L in e a r A IC

( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I )

B D I C O F F E E 4 4 2 7 - 1 7 3 9 .7 8 - 1 7 3 5 .8 2

C H L C O P P E R 1 4 3 0 - 2 0 1 0 .3 3 - 1 9 9 3 .1 2

C IV C O C OA 4 4 2 7 - 1 7 5 3 .4 2 - 1 6 6 3 .3 3

G H A C O C OA 1 4 3 1 - 1 0 7 2 .8 7 - 9 0 7 .9 7

P RY SOYA 4 4 2 7 - 1 5 6 5 .5 5 - 1 5 5 9 .8 5

ZM B C O P P E R 2 3 3 3 - 1 0 4 2 .3 0 - 1 0 3 9 .1 1

U G A C O F F E E 1 4 3 0 - 5 8 3 .8 9 - 5 9 0 .8 6

G H A G O LD 5 4 2 6 - 1 1 1 1 .5 6 - 9 2 9 .1 6

S e l e c t io n o f c o u n t r i e s f r om C a sh in e t a . ( 2 0 0 4 )

P H L C O C O 4 4 2 7 - 1 9 7 4 .9 6 - 1 9 5 0 .1 8

AU S C OA L 3 4 2 8 - 2 0 9 4 .2 1 8 - 2 0 7 9 .1 5

P N G C O P P E R 3 4 2 8 - 2 0 2 8 .0 7 - 2 0 1 6 .1 8

C o lum n s ( 1 ) a n d ( 2 ) , R e a l E ¤ e c t iv e E x ch a n g e R a t e s a n d C om m o d i ty p r i c e s . C o lum n s ( 5 ) a n d

( 6 ) , A c om p a r i s o n o f t h e m in im um A ika k e in fo rm a t io n c r i t e r ia f o r t h e s e l e c t e d t h r e s h o ld m o d e l s

w i t h r e s p e c t t o t h e l in e a r s p e c i�c a t io n .

one where oil price variations are higher than the threshold, and a regime of low
volatility below the same threshold. The dimension and importance of the speed
of mean reversion greatly varies not just across countries but also across price
regimes. Some key �ndings can be highlighted, conditional on the exogeneity
of oil prices: �rst of all, in the negative volatility regime, the real exchange
rate has a faster tendency to return to its fundamental value after a shock in
the majority of the country we considered. This could be explained, as we
stated before, by the role of transaction costs, captured by transportation costs
and proxied by oil prices. On the other hand, the value of the misalignment
coe¢ cient in the positive volatility regime is relatively higher and at times sig-
ni�cative, as we assume that transportation costs only represent a fraction of
total trade frictions. Given that the commodity prices considered are interna-
tional prices, an equivalent speci�cation of a transition regression model where
�COMM represents the dependent variable should not show any adjustment
and any exogenous shock to the system should causally a¤ect commodity prices
before it a¤ects exchange rates. This is generally con�rmed in six out of the
eight countries which made it past the previous unit root and co-integration
analyses, and it is visible in column V II of Table 8 and 9, were the null of weak
exogeneity and causal priority based on the Engle (1984) test was generally not
rejected. As a last exercise, we compare the implied half-lives of the deviations
of the REER across the regimes and employing a naive PPP-consistent �rst
order autoregressive process. The results are visible in Table 10. As we would
expect, the autoregressive estimates would indicate half-lives ranging from three
to more than six years. The two-regime estimates, with the only puzzling result
of the Ghana-Gold couple, where nonlinearity was not rejected if not after a
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Table 8: Estimates, exogeneity and causality

R E E R t C O M M t �
0

1P o s i t iv e �1 N e g a t iv e L in e a r L a g s E n g le ( 1 9 8 4 ) L in e a r i ty

( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I ) (V I I ) (V I I I )

B D I C O F F E E -0 .0 2 - 0 .0 5 - 0 .0 5 4 6 .8 9 0 .3 0 0 6

( - 0 .8 8 ) ( - 3 .4 4 ) ( - 3 .4 5 )

C H L C O P P E R -0 .0 4 - 0 .0 1 - .0 2 0 1 * * * 1 0 .0 1 0 .2 6 3 7

( - 1 .9 6 ) ( - 1 .5 0 ) ( - 2 .1 1 )

C IV C O C OA -0 .0 2 - 0 .1 9 - 0 .0 5 4 1 .8 3 0 .0 0 0 0

( - 1 .8 4 ) ( - 5 .5 4 ) ( - 2 .0 8 )

G H A C O C OA 0 .0 2 - 0 .0 8 - 0 .0 2 1 2 .9 1 0 .0 0 0 0

( 3 .1 5 ) ( - 1 .6 2 ) ( - 2 .5 0 )

P RY SOYA -0 .0 6 - 0 .0 8 - 0 .0 7 4 * * * 1 4 .3 3 0 .7 4 8 2

( - 2 .0 5 ) ( - 3 .2 8 ) ( - 3 .8 9 )

C o lum n s ( 1 ) a n d ( 2 ) , R e a l E ¤ e c t iv e E x ch a n g e R a t e s a n d C om m o d i ty p r i c e s . C o lum n s ( 3 ) , ( 4 ) ,

( 5 ) , e r r o r c o r r e c t io n t e rm c o e ¢ c i e n t s ; c o lu m n ( 6 ) , n um b e r o f la g s b a s e d o n N ew e y W e s t la g s ,

c o lu m n ( 7 ) a n d ( 8 ) , w e a k e x o g e n e i ty t e s t a n d l in e a r r e s t r i c t io n t e s t s . N u l l h y p o t h e s i s o f E n g le �s

t e s t : H0 = �12 = corr(ete
0
t) = 0.

�ve periods delay, appear to consistently con�rm faster mean reversion in the
negative volatility regime when compared to the linear model and the PPP
de�nition.

4 Conclusions

In this paper, we adopted a transition regression model with an exogenous oil
price variation threshold for a set of twenty-�ve commodity exporting coun-
tries, focusing on the price of one of their leading exported commodities and
attempting to explore the relationship between commodity prices, REER, and
oil price pass-through in a sample covering the 1980-2015 period. After ac-
counting for a possible break in the series and in the long run relationships to
test for co-integration between REER and oil price, we analyzed the e¤ects
of oil price volatility on REER misalignment in a regime switching regression
model. Our results show evidence of a possible long run relationship between
the REER and leading commodity prices in eight out of the twenty-�ve coun-
tries analyzed, which would account for around 30% of the initial sample. After
calculating a misalignment value and �tting it into a threshold model, we con-
cluded that the REER-Commodity price behavioral equilibrium appears to be
nonlinear with respect to oil price exogenous variations; the goodness of �t of
nonlinear speci�cations generally outperforms that of linear speci�cations; the
equilibrium speed of adjustment di¤ers across the two branches of the relation-
ship, and its signi�cantly higher in the negative volatility regime, with implied
half-lives lower than those indicated by the PPP puzzle.
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Table 9: Estimates, exogeneity and causality

R E E R t C O M M t �
0

1P o s i t iv e �1 N e g a t iv e L in e a r L a g s E n g le ( 1 9 8 4 ) L in e a r i ty

( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I ) (V I I ) (V I I I )

ZM B C O P P E R -0 .1 1 - 0 .2 5 - 0 .1 4 2 5 .2 0 0 .0 1 3 5

( - 3 .0 8 ) ( - 3 .0 1 ) ( - 3 .9 5 )

U G A C O F F E E -0 .0 7 - 0 .0 7 - 0 .0 7 1 0 .3 2 0 .9 7 4 8

( - 1 .0 6 ) ( - 1 .3 6 ) ( - 1 .3 2 )

G H A G O LD -0 .1 8 0 .0 1 - 0 .0 7 5 2 .0 0 0 .0 0 0 0

( - 9 .1 2 ) ( 0 .1 3 ) ( - 5 .6 4 )

S e l e c t io n o f c o u n t r i e s f r om C a sh in e t a l . ( 2 0 0 4 )

AU S C OA L -0 .0 4 - 0 .0 5 - 0 .0 3 3 * * * 3 4 ,0 8 0 .8 2 8 6

( - 3 .0 2 ) ( - 1 .4 5 ) ( - 2 .3 4 )

P H L C O C O N U T -0 .0 1 - 0 .0 9 - 0 .0 4 4 * * * 2 0 .7 3 0 .0 0 0 2

( - 0 ,4 7 ) ( - 5 .3 4 ) ( - 2 .5 4 )

P N G C O P P E R -0 .0 3 - 0 .0 8 - 0 .0 4 3 * * * 1 0 .0 3 0 .2 0 5 5

( - 2 .5 4 ) ( 2 .3 0 ) ( - 3 .0 8 ) [3 .0 6 in N e g . ]

C o lum n s ( 3 ) , ( 4 ) , ( 5 ) , c o r r e c t io n c o e ¢ c i e n t s ; c o lu m n ( 7 ) a n d ( 8 ) , E x o g e n e i ty a n d F - l in e a r t e s t s .

Table 10: Half-lives estimates, behavioural and PPP

R E E R t C O M M t �
0

1(t)P o s i t iv e �1(t)N e g a t iv e �(t)L in e a r �(t)A R (1 )
( I ) ( I I ) ( I I I ) ( IV ) (V ) (V I )

B D I C O F F E E 3 0 .3 5 1 2 .5 3 1 4 .8 6 1 1 2 .8 4

C H L C O P P E R 1 7 .2 3 4 7 .7 1 1 4 .8 6 5 8 .9 6

C IV C O C OA 2 7 .9 0 3 .3 7 1 5 .0 3 1 9 .5 8

G H A C O C OA 3 3 .9 3 8 .5 7 3 7 .9 2 1 1 4 .0 3

P RY SOYA 1 0 .7 3 8 .9 2 9 .3 7 3 4 .8 3

ZM B C O P P E R 6 .1 8 2 .3 8 4 .7 3 3 2 .9 8

U G A C O F F E E 9 .5 1 9 .9 0 9 .4 6 3 1 .3 5

G H A G O LD 3 .4 9 3 8 0 .0 6 8 .7 0

S e l e c t io n o f c o u n t r i e s f r om C a sh in e t a l . ( 2 0 0 4 )

P H L C O C O N U T 9 9 .6 0 7 .1 5 1 9 .4 5 4 0 .4 9

AU S C OA L 1 5 .5 6 1 3 .0 0 2 3 .5 4 5 .1 6

P N G C O P P E R 1 9 .4 8 7 .8 1 1 6 .8 9 7 3 .1 4

C o lum n s ( 1 ) a n d ( 2 ) , R e a l E ¤ e c t iv e E x ch a n g e R a t e s a n d C om m o d i ty p r i c e s . C o lum n s ( 3 ) ,

( 4 ) , ( 5 ) , h a l f - l i f e e s t im a t e s o f t h e e r r o r c o r r e c t io n p a r am e t e r s , c a l c u la t e d a c c o r d in g t o �T =

(1 � x)=(1 � �). C o lum n ( 6 ) : P P P n a iv e e s t im a t e s . M o n th ly f r e q u e n c y.
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4.1 Further developments

Our analysis excludes those countries whose leading commodity prices was con-
sidered to be crude petroleum by Bodart, Candelon, and Carpantier (2015).
Further developments of the analysis might include those countries, coupled
with the second, most relevant commodity price according to its export weight.
Furthermore, forecasting exercises might be conducted in the two regimes, and
the resulting forecasts compared to the canonical random walk representation.
The analysis of REER misalignments in a price pass-through framework holds
important policy implications: it introduces an important cut o¤ point in the
analysis of the REER, in�uencing stabilization policies related to the control
of real and nominal exchange rates, anchoring the desired target of this variable
to the behavior of commodity prices, especially energetic ones. Further research
on the interaction between prices and exchange rates in a nonlinear fashion is
thus advisable.

5 Appendix

This section reports the outcome of the REER-commodity coupling procedures
(Table 11), a table containing the commodity price series de�nitions (Table 12),
the descriptive statistics of the variables (Table 13), a plot of the time series
(Pictures 1 and 2) and the references of the article.
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Table 11: Variable coupling for the unit root and co-integration tests
COMMt REERt Country Codes Notes CommtI(0)

(I) (II) (III) (IV) (V)
Oil Nigeria NGA excluded

Yemen YEM excluded
Iran IRN excluded

Cotton Benin BEN not avaiable at IMF x
Mali MLI not available at IMF x

Pakistan PAK included x
Tobacco Malawi MWI included (MWI I(0))

Zimbabwe ZWE not avaiable at IMF
Copper Zambia ZMB included

Chile CHL included
Gold Mali MLI not available IMF

Burundi BDI included
Ghana GHA included

Co¤ee Burundi BDI included
Ethiopia ETH not available at IMF
Uganda UGA included

Uranium Niger NER not available IMF
Benin BEN not available at IMF

Cocoa Ivory Coast CIV included
Ghana GHA included

Aluminium Mozambique MOZ not available at IMF
Soya Paraguay PRY included
Fish Mauritania MRT not available at IMF x

Mozambique MOZ not present in IMF x
Bananas Dominica DMA included x

Ecuador ECU included x
Tea Kenya KEN included x

Crustaceans Mozambique MOZ not available IMF
C o lum n s ( 1 ) a n d ( 2 ) , Va r ia b l e s e l e c t io n . T h e c om m o d i ty s e r i e s w e r e t a k e n f r om
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Figure 1: Real e¤ective exchange rates, 1980-2015. Normalized REER series
(base month: January 1995). From left to right: Burundi, Chile, Ivory COast,
Ghana, Paraguay, Zambia and Uganda.
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Figure 2: Commodities, 1980-2015. Selected international price series. Nor-
malized on January 1995. From left to right: Co¤ee, Copper, Cocoa, Soya and
Gold.
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Table 12: Variable coupling for the unit root and co-integration tests
COMMt Source De�nition

Oil IFS WEST TEXAS INTERMEDIATE (Units: US Dollars per Barrel)
Cotton IFS COTTON: LIVERPOOL (Units: US Cents per Pound)
Tobacco IFS TOBACCO (Units: US Dollars per Metric Ton)
Copper IFS COPPER (Units: US Dollars per Metric Ton)
Gold IFS GOLD (Units: US Dollars per Troy Ounce)
Co¤ee IFS COFFEE: OTHER MILDS (Units: US Cents per Pound)

Uranium IFS URANIUM (Units: Us Dollars per Pound)
Cocoa IFS COCOA BEANS (Units: US Dollars per Metric Ton)

Aluminium IFS ALUMINIUM (Units: US Dollars per Metric Ton)
Soya IFS SOYBEANS: US (Units: US Dollars per Metric Ton)
Fish IFS FISH: (Units: US Dollars per Kilogram)

Bananas IFS BANANAS: LATIN AMERICA (Units: US Dollars per Metric Ton)
Tea IFS TEA (Units: Us Cents per kilogram)

Crustaceans * not available at IMF
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